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Abstract

Computational fluid dynamics (CFD) studies can improve understanding of fixed bed fluid flow and heat transfer. Our long-term objective
is to use the CFD results in the development of tractable reactor models that are based on a good understanding of the fluid flow phenomena.
The CFD simulations of fluid flow and heat transfer require verification to increase confidence in their use for model development. Results
of a quantitative comparison between CFD results and heat transfer experimental data are given here. Simulations are presented for a
model geometry of 44 solid spheres in a tube with tube-to-particle diameter ratio equal to 2. Velocity vector profiles and temperature
contours have been obtained with emphasis on the wall–particle region. Comparisons are made with measured temperature profiles in a
typical experimental setup with the same geometry. Several correction factors were required to compensate for non-ideal experimental
measurements, and for phenomena that were not included in the CFD model. After correction, excellent agreement could be obtained
between simulation and experiment. © 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction

A good qualitative understanding and an accurate quan-
titative description of fluid flow and heat transfer in fixed
beds are important for the modeling of these devices. Ac-
curate modeling of fixed beds is complicated, especially for
tube-to-particle diameter ratioN in the range of 3–8, due to
the presence of wall effects across the entire radius of the
bed. With new methods such as computational fluid dynam-
ics (CFD), it is possible to get a detailed view of the flow
behavior in these beds.

Current heat transfer models for fixed bed reactors may
be classified into single pseudohomogeneous phase mod-
els or two-phase heterogeneous models. Classically, these
represent the fluid flow by a single, constant velocity com-
ponent in the axial direction (plug-flow) with heat transfer
mechanisms lumped into effective parameters. The limita-
tions of the pseudohomogeneous approach are the subject
of active research [1]; however, the heterogeneous model is
more complex and requires more transport parameters to be
known. For these reasons, the pseudohomogeneous model
remains a popular choice for steady-state modeling. The heat
transfer parameters that are needed are the effective radial
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thermal conductivity and the apparent wall heat transfer co-
efficient.

Despite over 50 years of modeling and experimental re-
search, no consensus concerning the correlations to use to
predict the effective heat transfer parameters in fixed beds
has been reached. This is evident from recent papers as-
sessing the difficulties of heat transfer or reactor modeling
[2–5]. Industrial practitioners, too, find discrepancies when
they try to use literature correlations from one laboratory to
predict heat transfer parameters measured in another [6].

Efforts towards improvements in modeling have devel-
oped recently, and have included new approaches such as
the “wave” model of dispersion and fluid flow [7,8] and
the data-based Green’s function methodology [9]. Many re-
searchers have observed that the void fraction in unstruc-
tured beds is larger near the wall and fluid flow is channeled
in these areas causing radial inhomogeneities in the overall
flow profiles. This observation has led to the introduction
of a radially varying axial velocity componentvz(r) into the
models to account for the presence of the wall in low-N beds.
Several reactor studies have obtained better agreement with
experimental data using this model [5,10–15].

It is extremely difficult to measure fluid flow inside the
bed by conventional means without disturbing the packing
arrangement, so the majority of studies have measured radial
distributions of the axial flow outside the bed [10,16–22].
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Nomenclature

cp fluid heat capacity (J/kg K)
dp particle diameter (m)
dt tube diameter (m)
G superficial mass flow rate (kg/m2 s)
kf fluid thermal conductivity (W/m K)
kr effective radial thermal conductivity (W/m K)
L length of the heated bed (m)
N tube-to-particle diameter ratio (dt/dp) (–)
Per radial Ṕeclet number (Gcpdp/kr) (–)
Pr Prandtl number (µcp/kf ) (–)
r radial coordinate (m)
R tube radius (m)
Re Reynolds number (Gdp/µ) (–)
T temperature (K)
vz superficial axial gas velocity (m/s)
x, y coordinates (m)
z axial coordinate (m)

Greek symbols
ε turbulence dissipation rate (J/s)
κ turbulent kinetic energy (J)
µ fluid viscosity (N s/m2)

The earliest works found a single velocity peak, about
1dp–2dp from the wall. More recently, it has been observed
that the flow undergoes rapid rearrangement downstream
of a fixed bed [21] with the flow peaks near the wall being
greatly reduced. Some studies attempted to prevent this re-
arrangement by using a flow splitter at the bed exit [18,23],
although there is evidence that the rearrangement has al-
ready begun in the top layers of the bed [21]. Attempts
have, therefore, been made to model both the velocity pro-
files inside the bed, and those measured downstream by use
of the extended Brinkman equation [24], coupled with the
Navier–Stokes equations for empty tube flow.

The desire to measure fluid flow inside the bed has led
several researchers to use non-invasive experimental meth-
ods. McGreavy et al. [25,26] used laser Doppler velocime-
try (LDV) in low-N packed beds for both liquid and gas
experiments, although only results using liquids were pre-
sented. Stephenson and Stewart [27] used marker bubbles
as a non-invasive method to measure the radial distribution
of flow of a matched-refractive index fluid in transparent
packed beds of equilateral cylinders withN = 10.7. They
found that the local superficial velocity attained its global
maximum at 0.2dp from the wall, and its global minimum at
0.5dp from the wall. Both studies found an oscillatory radial
velocity profile. This type of profile was confirmed recently,
again using LDV [28] for a column with a tube-to-particle
diameter ratio of approximately 9. Comparisons were
made with the extended Brinkman model, and good agree-
ment was obtained if an adjustable effective viscosity was

introduced into the term for wall effects. The effective
viscosity depended onRe, particle shape, assumed pres-
sure drop correlation and the wall void fraction. There is
some question of whether the concept of effective viscosity
should be used for packed beds [29].

The approach to packed bed modeling of including a ve-
locity profile vz(r) in the model equations represents a mod-
ification of the earlier plug-flow approaches. It still requires
the two effective heat transfer parameters to describe heat
transfer, and even introduces a third effective parameter, the
bed viscosity. This implies the re-correlation of these param-
eters using models that include the velocity profile, and the
parameters will still represent several lumped transport pro-
cesses [30]. Correlations for the heat transfer parameters are
likely to depend on the model used for the velocity profile.

A more fundamental understanding of the fluid flow pro-
cesses that effect heat transfer is required. We want to un-
derstand and include fluid behavior on the local scale. To
do this, we need experimental measurements inside the bed
that can identify local flow phenomena and local bed struc-
ture. Models are needed that can represent the 3D flow field
and its connection to the local bed structure, and how it will
influence local heat transfer rates.

A non-invasive experimental method that has been used
to obtain local flow patterns in fixed beds is magnetic res-
onance imaging (MRI). This method can show flow pat-
terns in complicated geometries similar to CFD modeling.
The method has so far been restricted to relatively low flow
rates, usuallyRe < 100, and to fluids that can produce a
suitable signal for measurement, such as water. Gas flow
has not been investigated by MRI techniques. Generally, the
packed beds used for MRI have had a considerably higher
tube-to-particle diameter ratio, which will result in less pro-
nounced wall effects.

Qualitatively, the MRI results show generally accepted
flow concepts such as flow increase in bed voids, as well
as inhomogeneous velocity distribution in different pores
[31,32]. The larger tube-to-particle diameter ratio also al-
lows for a statistical view of the velocity distribution over
the column cross-section. When averaged over a long evolu-
tion time, the data approached Gaussian behavior [33]. With
a tube-to-particle diameter ratio of 6.7 andReranging from
14.9 to 44.8, the velocity profile was roughly parabolic with
the maximum being near the center of the tube. Also, neg-
ative velocities or reversed flow within the bed were shown
[34].

So far, there have been only a few modeling studies to try
to link local fluid flow to bed structure. Chu and Ng [35] and
later Thompson and Fogler [36] used network models for
flow in packed beds. The different beds were established us-
ing a computer simulation method for creating a random bed.
The model beds were then reduced to a network of pores,
and either flow/pressure drop relations [35] or Stokes’ law
[36] were used to obtain a flow distribution. A very inter-
esting approach is the use of the lattice-Boltzmann method
for viscous fluid flow [37–39], that has reproduced some of
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the features observed by MRI, both qualitatively and quan-
titatively.

The use of non-invasive experimental techniques, such as
LDV and MRI, that can provide details of fluid flow inside
the fixed bed, is very promising. This type of information
can lead towards the development of modeling approaches
that are based upon a true picture of local flow conditions
in the bed. The experimental and modeling approaches to
local phenomena mentioned above have so far been re-
stricted in their application. All the experimental methods
are applicable only to liquid flow, usually at low flow rates.
Modeling approaches based on Stokes’ law, or that neglect
inertial terms, are restricted to flow rates much below those
of industrial interest.

CFD is a method that is becoming more and more popular
in the modeling of flow systems in many fields, including
reaction engineering [40–42]. The CFD approach solves the
Navier–Stokes equations and the energy balance over con-
trol volumes, small volumes within the geometry at defined
locations representing the reactor internals. The results can
show specific flow and heat transfer patterns that are hard to
obtain with conventional modeling methods. The approach
includes both laminar and turbulent flows, and is not re-
stricted by fluid type or by flow rate.

An early study was made by Sørensen and Stewart
[43,44], who computed creeping flow through packed beds,
using specially designed collocation methods. They were
able to obtain the velocity and temperature profiles in cubic
arrays of spheres, a highly symmetric arrangement. Their
calculations yielded insight into the behavior of the Nusselt
number for particle heat and mass transfer, over a wide
range of values ofRe Pr.

Dalman et al. [45] investigated flow around two spheres
near a wall using 2D finite element models in an axisym-
metric radial plane. This study showed that eddies formed
between the spheres, which led to regions of poor heat trans-
fer. Lloyd and Boehm [46] also did a 2D study, with eight
spheres in line, to determine the influence of the sphere
spacing on the drag coefficients and the particle–fluid heat
transfer coefficient. It was found that heat transfer from the
spheres decreased with decreasing sphere spacing.

Three-dimensional models have been developed more re-
cently. A simple 3-sphere model [47] focused on obtaining
wall heat transfer coefficients. An 8-sphere model followed
[48,49] in which the packing was modeled as two layers of
four spheres. This study was limited by the absence of con-
tact points between the spheres and the wall and between
the spheres themselves.

A 10-sphere model incorporating contact points between
the particles and between the particles and the wall was de-
veloped [50], which used spherical dead volumes with esti-
mated diameters, around the contact points. The 10-sphere
model showed flow behavior and heat transfer behavior that
could not be described using conventional fixed bed models.
Other, more recent, work in fixed beds has explored the use
of CFD to simulate flow and transport in structured pack-

ings [51] and to investigate the effects of roughness gaps in
particle–particle heat conduction [52].

By using CFD to thoroughly describe the local flow and
heat transfer processes in a fixed bed reactor, we eventu-
ally intend to create fixed bed models based on physical
processes without introducing effective, or lumped, param-
eters. By using the detailed flow description CFD provides,
it can be determined which flow aspects can be neglected
and which should be adopted in a better descriptive model.

When CFD simulations are to be used as input for model-
ing, it is imperative that they are checked to give viable and
reliable data. In the present work, a direct comparison be-
tween CFD-generated data and experimental data is made.
Heat transfer experiments have been conducted in a heated
wall tube with a well-defined packing of spheres. An iden-
tical geometric model of this experimental setup has been
created for CFD simulations. A series of experiments has
been performed with identical boundary conditions both in
the experimental setup and as a CFD simulation, and com-
parisons made between the two sets of results. The CFD re-
sults agreed well with the experimental data, when the same
physical phenomena were present in both.

2. Experimental fixed bed description

The experimental setup used was a single packed tube
with a heated wall, see Fig. 1. The packing consisted of 44
nylon–66-spheres of 25.4 mm (1 in.) diameter. The column
consisted of two main parts. The bottom part was a nylon
tube, 152.4 mm in length and 50.8 mm i.d., that was not di-
rectly heated, called the calming section. The purpose of the
calming section was to establish a developed flow profile in
the bed. The second part of the column was the heated sec-
tion. It was positioned directly downstream from the calm-
ing section, and connected to it via nylon and brass flanges,
using nylon bolts to reduce conduction between the sections.
The double-walled heated section formed a steam jacket and
was maintained at a constant temperature, heating the air-
flow inside the column. The 44-sphere packed bed filled the
entire calming section and part of the heated section.

The wall of the column was fitted with a number of ther-
mocouples to verify the constant heated wall temperature,
as well as to establish the axial temperature profile in the
calming section wall. In the double wall of the heated sec-
tion, thermocouples were located at axial positions 50.8,
228.6 and 381 mm from the interface between the sections.
In the calming section wall, thermocouples were installed in
drilled holes at axial positions:−6.35,−15.9,−25.4,−76.2
and−127 mm from the interface between the sections. All
thermocouples were type K.

Temperature measurements were taken at a series of 15
particle Reynolds numbers, and at nine different bed lengths.
The temperature of the air was also measured at the col-
umn inlet. In the air stream, the radial temperature profile
was measured using a thermocouple cross, inserted in the
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Fig. 1. The experimental setup used for the collection of temperature profiles.

column approximately 5 mm above the top layer of the bed.
The cross consisted of eight arms, each holding three ther-
mocouples. The 24 thermocouples provided four angular
replicates at each of six radial positions: 7.6, 11.6, 14.2, 17.8,
20.4 and 23.2 mm from the bed centerline. The pressurized
air flow through the column was drawn from an in-house
system, filtered and metered by calibrated rotameters. The
humidity of the pressurized air influenced the maximum flow
velocity attainable, since at very humid conditions, the sud-
den expansion of the air within the rotameter could cause
condensation.

A measurement consisted of establishing and recording a
steady-state temperature profile for a combination of a spe-
cific bed length, Reynolds number and angle of thermocou-
ple cross. A total of four thermocouple cross positions were
used for measurement. Besides the initial position, measure-
ments were taken at 15◦, 30◦ and 45◦ angles from the ini-
tial orientation. By rotating the thermocouple cross, a good
spread of data points covering the entire bed cross-section
was ensured, giving a full picture of the angular spread of
the radial temperature profile.

When all four angles had been recorded, the Reynolds
number was varied by changing the flow velocity of the air
through the column. A complete series consisted of 15Re
values ranging from the lowest possible flow atRe= 373 to

the largest possible flow atRe= 1922. The upper and lower
limits on Rewere imposed by the experimental setup. The
lower limit of 373 was the lowest steady flow that could be
established. The upper limit of 1922 was the highest flow at
which no condensation would occur.

All thermocouples were connected to a computer system
for data collection. The thermocouples were connected to
two Keithley Mtherm20 thermocouple boards, which read
the signals from the thermocouples and connected to a Keith-
ley Metrabus MDB64 interface unit in the computer system,
where the temperature data were recorded.

For these experiments, a 44-sphere model with a
tube-to-particle diameter ratioN of 2 was chosen. The CFD
geometry had to be made identical to that of an experimen-
tal setup, so that direct comparison of data sets could be
made. The packing of the spheres in the tube had to be pre-
dictable, as was the case forN = 2. An added advantage
of this specific geometry lay in the fact that forN = 2, the
radial heat transfer Péclet numberPer has similar values
to these of systems with higher tube-to-particle diameter
ratios [53], as shown in Fig. 2. Low-N systems usually have
a relatively high Péclet number. As the Péclet number is
the ratio of (Re Pr) to kr/kf , a high Péclet number is a sign
of fluid bypassing, resulting in lowerkr/kf . Low-N fixed
beds tend to form regular packing arrangements, allowing
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Fig. 2. Limiting fluid-phase Ṕeclet number as a function ofN for spheres.

large gaps in the packing to appear. The specificN = 2
system also has a regular packing structure, but the bypass-
ing area is reduced. In the specific cases ofN = 2 and 3,
the packing is arranged in such a way that most “holes”
in the packing are blocked, resulting in relatively lowPer
and effective radial mixing. So the twofold advantage, a
highly structured geometry and heat transfer properties of
industrially realistic systems, made theN = 2 system the
ideal choice for our comparison of CFD and experiment.

3. Computational fluid dynamics model

The generalized balances that are used by the Fluent com-
mercial CFD package are the Navier–Stokes equations for
conservation of mass and momentum, when it is set to cal-
culate laminar flow without heat transfer. Additional equa-
tions are solved for heat transfer, species mixing or reaction
or κ andε for turbulent cases. The basic equations and back-
ground of these balances are stated in standard references
[54].

3.1. The 44-sphere model

The CFD model is shown in Fig. 3. In this figure, the
three views of the model give a better insight into its three
dimensional structure. Fig. 3a shows a side view along the
x-axis, giving a clear picture of the build-up of the packing.
This view clearly shows the structure of theN = 2 pack-
ing. Fig. 3b is a top view of the model, emphasizing the
tube-to-particle diameter ratio of 2 as well as the structure
of this specific packing. Since the structure of the packing is
so well defined, only two layers of spheres can be identified,
the top view also shows how each layer of spheres blocks the
bypassing created by the previous layer of spheres. Fig. 3c

is a detail of the 3D mesh showing the detail of the elements
in the fluid phase. It only shows the 3D mesh in the fluid
region. Fig. 3 does not show the 3D mesh inside the solid
particles.

Prior to the present validation study, a number of pre-
liminary studies on CFD simulations of packed beds were
done [47–50]. In the earlier studies, the mesh density was
investigated extensively. From experience from these previ-
ous studies, an optimal mesh density was chosen. A short
study was done to find the optimal node density, for the type
of geometry used, in a limited size model. This study fo-
cused mainly on maintaining a 3D topology that described
the physical model accurately and was able to handle the
flow specifics of the packed bed geometry. Also, mesh den-
sities were varied to establish the optimal mesh density, de-
scribing the flow characteristics and limiting the calculation
times.

For the simulations with the 44-sphere model, the bound-
ary conditions were set equal to the boundary conditions for
the physical experiments. The outlet pressure was set at at-
mospheric pressure. In the experimental setup, the air outlet
of the column was open to the atmosphere. The wall tem-
perature of the heated section was set at 383 K. The wall
temperature profile on the calming section required special
attention, as detailed below. The air inlet temperature was
set at room temperature, 298 K. The inlet velocity for each
run was determined by the Reynolds number of the specific
experimental run, through the definition for the Reynolds
number. The initial state of all fluid elements was set to the
conditions at the air inlet.

The constants in these calculations were the density of air
(1.225 kg/m3), the viscosity of air (1.7894× 10−5 kg/m s),
and the particle diameter (2.54 × 10−2 m). Density and
viscosity of air and therewith the Reynolds numbers were
evaluated at the inlet conditions, 298 K and 1 atm. Material
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Fig. 3. CFD 44-sphere model used for validation purposes.

properties had to be defined to the program for the nylon
spheres. Values were taken from work done earlier with
these specific materials. A polymer was created with a den-
sity of 1300 kg/m3, a heat capacity of 1000 J/kg K and a
thermal conductivity of 0.242 W/m K [55].

3.2. Modeling contact points — the “near-miss” model

In our original CFD model, the particles and walls touched
each other. The contact points between touching objects
were modeled with common nodes on the surfaces of differ-
ent entities. The fluid elements around these contact points

then used two nodes on either wall to define their volume.
When these fluid elements were created, they became very
skewed, meaning that some of their surfaces were much
larger than others within the one tetrahedron.

This skewed mesh around the contact points did not
seem to create any problems for laminar solutions, but
when a turbulent model was used to simulate the specific
case convergence was unachievable. It turned out that the
flow velocities, especially in the fluid elements around the
contact points, were increasing dramatically, a very typical
result for cells that are too skewed. In CFD, it is gen-
erally accepted that turbulent models are less stable due
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to the inclusion of additional aspects, such as Reynolds
stresses.

To be able to do CFD simulations at higher Reynolds
numbers, which would require using a turbulent model, the
model geometry had to be fundamentally changed. The fluid
elements around the contact points needed to be less skewed,
which could only be accomplished by creating a gap between
the different entities in the geometry. This gap had to be
designed carefully. Too small a gap would not eliminate the
difficulties with skewed elements. Too large a gap would
drastically influence the flow patterns in the system and both
the convective and conductive heat transfer mechanisms. A
considerable part of the conduction heat transfer into the bed
occurs through a low velocity (stagnant fluid) area around
the contact points.

To design the optimal gap size, several versions were cre-
ated of a test model with a limited number of spheres. In
each version, the spheres were created with reduced diam-
eters, allowing for different gap sizes. The maximal sphere
size that would allow for a turbulent model to be solved
turned out to be 99.5% of the original sphere diameter. Other
model versions were created with sphere diameters set to
99, 97 and 95% of the original. The standard for compari-
son was the original model, in which the spheres touched.
These models were compared using histograms of the dis-
tribution of velocity magnitudes in fluid elements near the
contact points, under laminar-flow conditions. The fluid el-
ements for comparison were selected by limiting the fluid
zone to an area 0.5 cm in thez and y directions from the
contact point along the entirex-axis of the column (Fig. 4).
In the five different geometries, air was flowed through
the bed at a Reynolds number of about 20. Velocity mag-
nitude data were taken from the different geometries and
compared.

Results of the comparison are shown in Fig. 5. It may
be seen that when the gaps were larger (the 95 and 97%
sphere sizes), the velocity distribution tended to move to
higher velocities. Both the 99.5 and 99% sphere size models
showed good agreement with the touching model’s velocity
distribution. For further study, it was decided to use a full size
44-sphere model with 99% spheres, termed the “near-miss”
model. This was chosen because this model allowed for
easier construction and faster convergence than the 99.5%
spheres model.

3.3. Modeling pre-heating in the calming section

When the calming section is modeled with the mathe-
matical ideality of a CFD simulation, it can be perfectly
insulated from the attached heated wall section. In the ex-
perimental setup, this insulation was not perfect, and the
wall in the calming section was slightly heated through con-
duction. To be able to make a direct comparison between
physical experiments and CFD simulations, this conduction
had to be modeled, as it led to pre-heating of the gas flow
in the calming section.

Fig. 4. Selected elements around the sphere contact points for mesh
comparison.

Since the tube–wall in the model was already built up
from small wall pieces, these pieces were individualized in
the surface-meshing program. This process allowed different
temperatures to be set for each wall segment. With the calm-
ing section wall now divided into axial sections, a model for
wall conduction could be constructed.

The wall temperature profile on the calming section was
determined by averaging experimentally acquired temper-
ature data of the calming section wall over the nine sep-
arately modeled wall sections. The temperature was then
implemented as a step function on the nine wall segments.
The step function and experimentally measured profiles for
severalRe are shown in Fig. 6. It can be seen that axial
temperature profiles in the calming section wall were only
weakly dependent onRe, and an average temperature profile
sufficed for all flow rates.
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Fig. 5. Velocity histograms for comparison of the different gap sizes,vin = 0.01 m/s.

Fig. 6. Measured temperature profiles on the calming section wall at severalReand the step function imposed on the nine calming section wall segments.

4. Results and verification studies

The results of the CFD simulations are presented first in
the form of velocity vector plots and temperature contour
plots to illustrate the qualitative features and insight that can
be obtained. Following the qualitative discussion, the radial
temperature profiles that were extracted from the CFD data
are compared quantitatively with the experimental measure-
ments.

4.1. Qualitative features of the flow fields

A velocity vector plot is created by defining a 2D plane.
The resulting data set consists of all the elements that inter-
sect the defined plane, so that the data to be shown are not
obscured by elements in front of the plane of view. Velocity

vectors are displayed at the center of the projection of each
element. The velocity vectors are colored according to their
magnitudes, and their lengths are projections of the 3D fluid
flow vectors onto the defined plane.

Fig. 7 shows a vertical section over the whole bed diam-
eter, through the bed center, and extending two layers in the
axial direction. It may be seen that the symmetric packing
gives rise to a symmetric flow pattern. In this section, the
areas of highest flow are in the bed center. This is because
this section passes through the particle wall contacts, where
the presence of the solid surfaces leads to regions of low
velocity. A section at 45◦ to this one would pass through
the open spaces next to the walls (refer to Fig. 3), where
the fluid flow is at its highest. The fast flows in the mid-
dle of the bed occur as fluid squeezes its way around the
particle–particle contact points. A region of circulating flow
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Fig. 7. Velocity vector plot for a 2-layer section over the entire bed diameter in thex = 0 plane atRe= 1922, legend shows velocity (m/s).

Fig. 8. Velocity vector profile at a sphere–sphere contact point, in thex = 0 plane atRe= 1922, legend shows velocity (m/s).



240 M. Nijemeisland, A.G. Dixon / Chemical Engineering Journal 82 (2001) 231–246

Fig. 9. Velocity vector plot inx = 0 plane between two sphere layers atRe= 1922, legend shows velocity (m/s).

Fig. 10. Temperature contour plot for a 2-layer section over the entire bed diameter in thex = 0 plane atRe= 1922, legend shows temperature (K).
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is observed around the contact point of the two spheres in
the layer below the ones shown in the figure. Flow in the
gap between the spheres is actually very low, the many ve-
locity vectors that appear there are, in fact, due to the high
density of elements in the gap geometry. The final feature
of note is the strong radial displacements in front of and fol-
lowing the spheres. The efficient radial transport that these
velocity components provide accounts for the good radial
heat transfer in the bed that was implied by Fig. 2.

A closer look at the velocity vector field will give specific
information about flow behavior near the contact points or
in between layers of spheres in the bed. In Fig. 8, the contact
point between the two spheres (not shown) in the layer of the
packing just below the spheres shown in the top part of the
picture is located near the bottom of the picture. Two impor-
tant flow aspects can be identified near this sphere–sphere
contact point. First, small trailing vortices form just down-
stream from the contact point (the overall flow direction in
these pictures is from the bottom to the top). The vortices
are formed in the wake of the contact point. Second, the
flow magnitude in the contact point area is very low due to
the close proximity to the solid particles. The flow in the
small spaces is very slow, almost stagnant, confirming that
stagnant fillets exist near contact points through which con-
duction is the main heat transport mechanism. Both these
aspects are intuitive but are hard to show experimentally.

Fig. 9 shows the same plane but in a bed void instead of
close to the packing. The main feature is that there is a con-
siderable amount of radial flow. Fig. 9 ranges from the center
of the column at the left-hand side of the picture to the wall
at the right-hand side of the picture. Radial flow causes effi-
cient convective heat transfer within the bed, increasing the
overall heat transfer. The convective heat transfer is accom-
plished through transport of fluid from the center of the bed
into a layer close to the wall, where most of the resistance

Fig. 11. Comparisons of experimental data and CFD results for the 99% near-miss model atz = 0.420 m.

to heat transfer occurs. Close to the wall, a local feature is
visible. There is a region of relatively slow downward flow
along the wall, leading to back-mixing. This last aspect of
downward flow along the wall has also been shown in stud-
ies done with MRI in packed beds [34].

Fig. 10 shows temperature contours for the same section
of the bed and at the sameReas in Fig. 7. In the center of
the bed, the temperature is lower, two spherical areas can
be distinguished. Below them is a region where the colder
fluid drawn from upstream has accelerated past the contact
point and is starting to spread out. On either wall, nearly
spherical green/yellow contours show the influence of solid
conduction into the particles across the wall–particle stag-
nant fillet. This is displaced slightly downstream from the
sphere centers, due to the influence of the colder flow im-
pinging on the upstream side of the particles. The structure
of the thermal layer next to the wall is clearly seen. Upstream
of the spheres, the flow moves past the sphere towards the
wall, hindering heat transfer away from the wall and creat-
ing a thin layer. Downstream from the spheres, there is re-
circulation which enhances heat transfer to the fluid and the
thermal layer is thicker. This behavior implies that the lo-
cal heat transfer coefficient will vary strongly with the local
flow pattern (see [48]).

4.2. Uncorrected comparisons

In this section, comparisons are made between simulated
and experimental dimensionless radial temperature profiles
at several different Reynolds numbers. The experimental
data were collected by measuring at a particular bed length
with the packing above the measurement plane removed.
The CFD model was constructed to a length of 0.420 m,
and radial temperature profiles obtained at that bed length
with no packing above it corresponded directly to the exper-
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imental situation. Unless otherwise stated, the “near-miss”
model with sphere diameters at 99% of original was used
for all comparisons.

Temperature profiles are shown in Fig. 11, under
laminar-flow conditions atRe = 373 and under turbulent
flow conditions atRe = 1922, respectively. Both sets of
data showed quite flat profiles in the bed center with a very
strong increase in temperature near the heated wall. This
aspect was more apparent in the higherReresults.

The laminar-flow simulations in Fig. 11 atRe = 373
were also run using a model in which touching spheres
were used. The “near-miss” model was also re-run under
the turbulent flow option. The simulated profiles agreed
to within 1 K for all three runs. ForRe = 1922, it was
also found that there was very little difference between the
laminar and turbulent options.

The comparisons showed a good qualitative similarity be-
tween the CFD and experimental data. The angular variation
in the experimental data at a given radial position was well
reproduced by the CFD simulations, and increased from the
bed center to the wall. In both cases, however, the overall
temperature profile indicated by the CFD simulation was
lower than for the experimental data. This difference was
again more apparent at higher Reynolds numbers, and also
was more pronounced in the bed center, where differences
of up to 10–12 K could be found. Similar results were ob-
served for the entire range of 15 Reynolds numbers.

4.3. Correction of systematic modeling and experimental
deficiencies

In modeling using CFD, a number of assumptions are
made that may each introduce a small error. Also in experi-
mental measurements, setup limitations can introduce errors.
Most of these errors individually are usually considered to
be small in the overall measurements or modeling. When
CFD results and experimental data are compared, however,
the addition of errors can increase the overall error, lead-
ing to a misleadingly large offset between the experimen-
tal data and the CFD results. In this section, several phe-
nomena that introduce an error in either the CFD results
or the experimental measurements will be identified and
discussed.

4.3.1. Experimental error due to solid conduction to the
thermocouple cross

When taking experimental measurements, a thermocouple
cross is lowered into the column and positioned directly
above the bed. As the air flows through the bed and heats up,
the thermocouples measure the gas temperature. The cross
itself, however, is in contact with the heated wall and may
be subject to heating through solid conduction.

To establish an estimate of the raised temperature in
the thermocouple cross, an experiment was developed to
measure the temperature rise in the thermocouples due to
conduction alone. This implied that all heating of the ther-

mocouples through the gas phase had to be eliminated. The
thermocouple cross was installed at the lower part of the
heated wall section, with the thermocouples just in the calm-
ing section, so that conduction through the nylon structure
could occur without the thermocouple tips being in contact
with the heated gas. To eliminate pre-heating of the gas
through contact with the calming section wall, spacers were
inserted between the sections, which still allowed most of
the gas to flow past the thermocouple tips. This eliminated
the contact area between the heated wall and the calming
section wall.

Steady-state measurements were taken at two different
Reynolds numbers (879, 1922) with both a heated column
and a cold column. The difference between the cold and
heated experiments showed the maximum heating due to
conduction through the thermocouple cross. The results con-
firmed that the temperature measured by the thermocouple
cross had been increased by conduction from the heated wall
through the cross.

In this conduction experiment, heat was lost from the cross
to unheated gas. At lowerRe, this heat loss was lesser than
at higherRe, giving higher temperature differences between
the thermocouples and the gas. Under the original experi-
mental conditions, with the cross within the heated section,
the temperature in the cross would also depend on the tem-
perature level of the gas flowing past it, which was higher at
low Re. Thus, the driving force for conduction from the wall
to the cross was less at lowerRe, leading to lower temper-
ature differences between thermocouples and gas at lower
Re. This effect was eventually incorporated through a low-
ering of the experimental data of 2–4◦C, ranging from lower
to higherRe.

4.3.2. Contribution of radiation effects in experimental
setup

Radiation effects were neglected in the CFD simulations,
since it is generally accepted that radiation effects are not
a factor in heat transfer processes with temperatures lower
than approximately 480 K. In our setup, however, the size of
the spheres is relatively large, which might make radiation
a contributor to heat-up.

A calculation was done to estimate the effect of radiation.
This contribution was then compared to the energy transport
predicted by CFD to find if the radiation contribution was
actually negligible. The CFD simulation used only conduc-
tion and convection for heat transfer into the column. An
effective bed radial thermal conductivitykCFD was calcu-
lated with values for fluxqCFD taken from the simulation.
The radiation heat transfer thermal conductivitykRAD was
then calculated using a standard equation, which was then
used to establish the radiation heat transfer fluxqRAD. From
the augmented fluxqCFD + qRAD, it was then possible to
use the total thermal conductivitykCFD + kRAD to calculate
a radiation-corrected bed temperature.

For Re= 1922, it was found that the temperature in the
CFD simulation should be approximately 2.5 K higher than
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was calculated neglecting radiation. Similar calculations for
Re= 373 showed that at this lowRe, the correction to the
CFD temperature was negligible, since the temperature dif-
ference between wall and particles, and hence the radiation
flux, was much less.

4.3.3. Additional heat transfer through solid–wall contact
points

Long-term use and production imperfections made nei-
ther the diameter of the nylon spheres nor the diameter of
the tube exactly their nominal values. A number of measure-
ments were made, and it was established that the average
diameter of the spheres was slightly larger than 1 in. and the
diameter of the heated section of the column was slightly
smaller than 2 in. The smaller column diameter and the larger
sphere diameter resulted in considerable solid–solid contact
area between the wall and the spheres, resulting in extra
heat transfer into the bed, which was not incorporated in the
CFD model. To correct for this, the surface area was ap-
proximated and used in determining the extra heat transfer
into the bed. To determine the heat transfer into the bed a
modified Batchelor’s equation was used [56].

Using the diameter measurements of the spheres and the
column, we found an average contact radius of 1.12 mm for
each sphere in the packing. A total of 28 spheres touched the
heated wall with an average temperature difference between
the wall and the sphere of 53 K (forRe = 1922). With
these values, the additional heat flux into the column due to
solid–solid contact between the heated wall and the packing
was 1.73 W. This was about 1.3% of the heat flux into the
gas phase in the CFD simulation (136 W). To correct for this
additional conduction, the CFD temperatures were increased
by 0.7 K, corresponding to the percentage additional heat
flux into the column.

4.3.4. Modeled gap between wall and packing
It was shown from comparisons of flow profiles at sev-

eral gap sizes that the small gaps used in the final model did
not affect the stagnant flow area around the contact points.
It did, however, make it impossible to model contact areas,
as discussed above. Another aspect was an increase in con-
duction path length through the gas between the spheres and
the wall.

A comparison of radial temperature profiles between
the original model with touching spheres and the 99%
near-miss model under laminar conditions, showed a lower
temperature in the near-miss model, approximately 1.5 K
at a Reynolds number of 373. Under turbulent conditions
with no touching spheres results to compare to, one way to
compare the gap influence was by directly comparing tem-
peratures in the packing in models with different gap sizes,
and extrapolating to zero gap width. The trend found in this
comparison showed that for the 99% near-miss model, the
temperature in the packing was approximately 2 K lower at
a Reynolds number of 1922. Since the Reynolds number
had little or no influence on the heat transfer through the

gap, it was concluded that the flow pattern had not been
significantly altered; the only influence of Reynolds num-
ber was the overall temperature difference over the column
radius, the driving force for the heat transfer. The introduc-
tion of the gap caused the CFD simulations to predict too
low a temperature, ranging from 1.5 K atRe= 373 to 2 K
at Re= 1922.

4.3.5. Additional factors
Some other factors were investigated and found to have

negligible influence on the results. These included the fol-
lowing:

1. In the experimental setup, a gas was fed through a small
diameter inlet to the bottom of the calming section,
whereas in the CFD simulation, a flat velocity profile
was defined at the inlet at the bottom of the calming
section. Experiments were performed with a thick layer
of small nylon spheres at the bottom of the calming
section inlet to disperse the flow before it reached the
pre-heated calming section wall. When experimental
results of the two different packing methods were com-
pared, the difference in radial temperature profiles was
only approximately 0.1◦C, which fell well within the
response variation of both profiles.

2. The thermocouples were re-calibrated. The calming sec-
tion thermocouples were determined to have an offset up
to −0.5◦C; the thermocouples in the thermocouple cross
were determined to have an offset up to−0.2◦C. These
effects counteracted each other, resulting in a negligible
final temperature offset.

3. The turbulent simulations in this work were done with the
standardκ–ε model. A number of runs were conducted
using different turbulence models at the highest modeled
Reynolds number, 1922. The additional turbulence mod-
els investigated were the renormalized groupκ–ε model
and the Reynolds stress model. The results of the differ-
ent turbulent models were directly compared, resulting in
a maximum difference of about 0.2 K. It was concluded
that the different turbulence models did not show signif-
icant differences in the radial temperature profiles.

4.4. Corrected comparisons

In Table 1, a summary of the correction factors described
above is given for three different Reynolds numbers. The
method of calculation for the corrections was similar for all
Reynolds numbers, the differences were caused mainly by
changes in the temperature driving force between the wall
and the center of the bed, and the difference in total energy
added to the system as calculated in the CFD simulation.

Comparisons of the corrected experimental data to the
corrected CFD simulations are shown in Figs. 12 and 13 for
a range ofRe. Fig. 12 corresponds to the uncorrected data
and simulations shown previously in Fig. 11. In the corrected
graphs, the experimental data and the CFD simulation are in
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Table 1
Corrections on the CFD and experimental radial temperature (K) profiles

Effects Re= 373 Re= 968 Re= 1922

CFD Experimental CFD Experimental CFD Experimental

TC cross conduction – −2.0 – −3.0 – −4.0
Radiation – – +2.1 – +2.5 –
Solid–solid conduction +1.6 – +0.9 – +0.7 –
Modeled gap +1.5 – +1.7 – +2.0 –

Fig. 12. Comparisons of corrected experimental and CFD results for conditions of Fig. 11 atz = 0.420 m.

Fig. 13. Comparisons of corrected experimental and CFD results atz = 0.420 m.
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much better agreement than they were before the correction.
At the low Reynolds numbers, the largest discrepancy was
found near the center of the column, in Figs. 12 and 13,
the temperatures in the center of the column are in almost
perfect agreement.

At higher Reynolds numbers, the discrepancy between ex-
perimental results and CFD simulations shown previously
in Fig. 11 was much larger. As shown in Table 1, the cor-
rection for higher Reynolds numbers was larger as well.
Figs. 12 and 13 show the corrected comparisons for sev-
eral higher Reynolds numbers cases. Especially at these
higher Reynolds numbers, the effects of the corrections can
be seen.

It is clear that when corrections are included for both
experimental and modeling deficiencies, the CFD simu-
lations give quantitatively as well as qualitatively good
agreement with the experimental results. This good agree-
ment increases confidence that the CFD simulations may
be used to provide flow information that can serve as
the basis for developing more complete fixed bed reactor
models.

5. Conclusions

A very good quantitative as well as an excellent quali-
tative fit between CFD simulation and experimental results
was obtained, although this was not easily found. It was nec-
essary to model the actual experimental setup as closely as
possible, and to carefully account for any measurement bi-
ases in the experiment, as well as correcting for heat transfer
mechanisms omitted from the CFD model.

Solving turbulent equations puts extra demands on a fixed
bed CFD model. The distortion of the tetrahedral mesh vol-
umes near particle–particle and particle–wall contact points
presents difficulties. To be able to facilitate turbulent so-
lution of the model, actual contact points had to be elim-
inated. Comparing several models with differing gap sizes
between the spheres and the wall, it was found that using
a sphere diameter of 99% of the actual sphere diameter al-
lowed a turbulent solution to be obtained, as well as main-
taining the original velocity distribution around the contact
points.

For the case of low-N packed beds, CFD simulations are
a useful tool for understanding flow and heat transfer prin-
ciples, as well as for modeling these types of geometries. It
is not intended to imply that the specific corrections intro-
duced here would be applicable or necessary in all situations.
Several of the corrections were specific to our particular ex-
perimental setup. For comparisons to data at otherN-values,
or in other equipment, different corrections may be needed.
The main point is that when the comparisons are carefully
done, good agreement can be achieved. A second point is
that CFD simulations can give reliable information, as long
as one realizes what is in the model and, more importantly,
what is not.
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